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SIES (Nerul) College of Arts, Science and Commerce 

(Autonomous) 
(Affiliated to University of Mumbai) 

RE-ACCREDITED GRADE “A” BY NAAC (3rd CYCLE) 

 

BOARD OF STUDIES 

SYLLABUS FOR 

B.Sc. (ARTIFICIAL INTELLIGENCE) 

 

(WITH EFFECT FROM THE ACADEMIC YEAR 2025-2026) 

 

OBJECTIVES OF THE PROGRAMME: 

● To develop students to design robust and maintainable solutions for both simple and 

complex problems using Artificial Intelligence and machine learning. 

● To equip students with a solid understanding of mathematics and science, essential for 

solving real-world problems with Artificial Intelligence technologies. 

● To prepare students to analyze requirements and design engineering solutions by applying 

Artificial Intelligence and machine learning theory. 

● To foster competency in Artificial Intelligence/Machine Learning tools and promote 

collaborative learning through multi-disciplinary projects. 

● To ensure adherence to high ethical standards and industry codes of conduct in AI 

development. 

● To equip students to contribute to societal progress through continuous learning and ethical 

application of emerging Artificial Intelligence technologies. 

 

PROGRAMME OUTCOMES: 

● At the end of the program, students will have a strong understanding of Artificial 

Intelligence and machine learning algorithms, techniques, and tools, enabling them to 

develop effective and efficient AI-driven solutions. 

● Students will possess practical experience in implementing Artificial Intelligence and 

machine learning models through hands-on projects and real-world applications. 

● Students will be equipped with the skills to conduct research, innovate, and stay updated 

with the latest advancements in Artificial Intelligence technologies and methodologies. 

● Students will demonstrate an understanding of the ethical implications of Artificial 

Intelligence technologies and apply responsible practices in developing Artificial 

Intelligence systems. 

● Students will effectively communicate complex Artificial Intelligence concepts and 

solutions and collaborate in multi-disciplinary teams to achieve project goals. 

 



SIES(Nerul) College of Arts, Science and Commerce (Autonomous) 

NEP Credit Structure for B.SC (ARTIFICIAL INTELLIGENCE) 

 
 

Seme

ster 
Major Minor OE (Basket) VSC, SEC (VSEC) 

AEC, VEC, 

IKS 

OJT,FP,C

EP,CC, 

RP 

Cum

. Cr./ 

Sem. 

II 

Supervised 

Learning 

Techniques 

(2+1P) credit 

 

Advanced 

Python 

Programming 

for AI (2+1P) 

credit 

Probability 

Distribution  

1. Money 

Inflation and 

Monetary Policy 

2. Logistics and 

Supply Chain 

Management. 

3. Introduction to 

Entrepreneurship 

4. Film 

Appreciation 

(4-credit) 

VSC- Matrix 

Algebra (2- credit) 

 

SEC - Introduction 

to R-programming 

(1 + 1 P credit) 

AEC-

Effective 

Communicati

on – II 

(2- credit) 

VEC- 
Sustainability 

Development 

with Green IT 

(2- credit) 

CC- Life 

Skills-II, 

DLLE, 

NSS, 

Sports, 

Theatre 

Workshop 

 

(2- credit) 

22 

Total 6 2 4 4 4 2 22 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



SCHEME OF MODULES 

 
 

SEMESTER II 

Serial No Course code Credits Course Name 

I Major Department Specific Course (DSC) 

1 U25AI2MJ01 02 Supervised Learning Techniques 

2 U25AI2MJP01 01  Supervised Learning Techniques Practical 

1 U25AI2MJ02 02 Advanced Python Programming for AI 

2 U25AI2MJP02 01 
Advanced Python Programming for AI 

Practical 

II Minor 

1 U25AI2MI01 02 Probability Distribution 

III Open Electives (OE)/ Generic Electives (Any Two) 

1  04 

1. Money Inflation and Monetary Policy 

2. Logistics and Supply Chain Management. 

3. Introduction to Entrepreneurship 

4. Film Appreciation 

IV VOCATIONAL COURSE (VC) & SKILL ENHANCEMENT COURSE (SEC) 

1 U25AI2VSC01 02 Matrix Algebra 

2 U25AI2SEC01 01 Introduction to R-programming 

3 U25AI2SECP01 01 Introduction to R-programming Practical 

IV 
ABILITY ENHANCEMENT COURSE(AEC)/VALUE EDUCATION COURSE 

(VEC) / INDIAN KNOWLEDGE SYSTEM (IKS) 

1  02 Effective Communication – II 

2  02 Sustainability Development with Green IT 

V Co-Curricular (CC) (Anyone) 

1  02 Life Skills II 

2  02 DLLE 

3  02 NSS 

4  02 Sports 

5  02 Theatre Workshop 

TOTAL CREDITS 22  

 

 

 



MAJOR- Supervised Learning Techniques 

 

COURSE CODE: U25AI2MJ01     COURSE CREDIT: 02 

1 credit – 15 lectures 

1 lecture is 60 minutes 

 

Course Objectives: 

• Understand the supervised Learning techniques of Artificial Intelligence. 

• Learn about Model selection. 

• Gain knowledge of decision tree classifier to solve complex problems. 
 

Learning Outcomes: 

After successful completion of this course, students would be able to:  

• Demonstrate knowledge about supervised learning. 

• Analyze and design different algorithms for classification and regression. 

• Implement Artificial Intelligence techniques useful for industrial applications.              

 

Unit  Topics No. of 

Lectures 

I Regression Algorithm: Linear Regression Models: Least squares, single 

& multiple variables, Bayesian linear regression, polynomial regression, 

Logistic regression, Difference between Classification and Regression, 

Model selection: Complexity versus goodness of fit, lasso and ridge 

regression, bias, variance, bias-variance trade off, Gradient Descent, Batch 

Gradient Descent, Stochastic Gradient Descent, Mini-batch Gradient 

Descent. 

15 

II Introduction to Supervised Learning: Definition and types of Supervised 

Learning, Classification Algorithm: Binary Classifier, Naive Base 

Classifier, Classifying with k-Nearest Neighbour classifier, Decision Tree 

classifier, support vector machine, Types of Support Vector Machine, 

Advantages and Disadvantages of Support Vector Machine, Applications 

of SVM, Performance Measures, Accuracy, Confusion Matrix, Precision 

and Recall 

15 

 

Reference(s): 

1. Artificial Intelligence: A Modern Approach, Stuart Russell and Peter Norvig, 3rd Edition, 

Pearson, 2010. 

2. Patrick Henry Winston, Artificial Intelligence, Third Edition, Addison-Wesley Publishing 

Company, 2004. 

3. Nils J. Nilsson, Principles of Artificial Intelligence. 

4. Artificial Intelligence by Dr. Rajeshri Shinkar, Dr. Rajendra Patil, Ms. Mitali Shewale, 

University of Mumbai. 
 

Additional Reference(s): 

1. Artificial Intelligence: Foundation of Computational Agents, David L Poole, Alan K. 

Mackworth, 2nd Edition, Cambridge University Press, 2017. 

2. Artificial Intelligence, Kevin Knight and Elaine Rich, 3rd Edition, 2017 



MAJOR- Supervised Learning Techniques Practical 

 

COURSE CODE: U25AI2MJP01     COURSE CREDIT: 01 

1 credit – 30 lectures 

1 lecture is 60 minutes 

 

Practical 

No. 
List of Practical 

1 Implement the program for Linear regression 

2 Implement the program for Logistic Regression 

3 Implement the program for binary classifier 

4 
Implement the program to compute the mean of variable X and Y to determine the 

value of the slope (m) and y-intercept 

5 
Implement the program to create a scatter plot to check the relationship between 

two variables 

6 Implement the program for SVM Classifier 

7 Implement the program for prediction of house price 

8 Implement the program for prediction of diabetes 

9 Implement the program for polynomial regression 

10 Implement the mini project on the regression or classification 

 

 

 

 

 

 

 

 

 



MAJOR- Advanced Python Programming for AI 

COURSE CODE: U25AI2MJ02     COURSE CREDIT: 02 

1 credit – 15 lectures 

1 lecture is 60 minutes 
 

Course Objectives: 

• To know about use of regular expression and to design GUI Programs also to learn about 

reading, writing and implementing other operation on files in Python and to implement 

database interaction using Python. 

• To learn and understand the structure and functionality of core scientific and data libraries 

for AI 
 

Learning Outcomes: 

After successful completion of this course, students would be able to:  

• to implement regular expression and designing GUI in Python as well as ability to work 

with files and perform operations on it using Python and knowledge of working with 

databases. 

• Use Python libraries in different applications of AI 

• Perform efficient numerical computations 

• Handle structured data for AI workflows 

• Create visually appealing and informative plots              

 

Unit  Topics No. of 

Lectures 

I Regular expressions: What is a regular expression?, sequence characters in 

regular expressions, quantifiers in regular expressions, special characters in 

regular expressions, using regular expression on files, retrieving information 

from an html file. 

Graphical user interface: Creating a GUI in python, Widget classes, 

Working with Fonts and Colours, working with Frames, Layout manager, 

Event handling 

Working with files: Files, opening and closing a file, working with text  

files containing strings, knowing whether a file exists or not, working with 

binary files, the “with‟ statement, the seek() and tell() methods, random 

accessing of binary files, zipping and unzipping files, working with 

directories, running other programs from python program 

Database in python: Using SQL with python, retrieving rows from a table, 

inserting rows into a table, deleting rows from a table, updating rows in a 

table, creating database tables through python, Exception handling in 

databases 

15 

II Core Scientific and Data Libraries for AI 

1. NumPy – Numerical Computing with Python 

 Introduction to NumPy and ndarray objects, Array creation: array(), 

arange(), linspace(), zeros(), ones(), Indexing, slicing, and reshaping arrays, 

Mathematical and statistical operations, Broadcasting and vectorized 

operations, Matrix multiplication, dot product, Linear algebra: linalg.inv, 

linalg.eig, linalg.solve, Random module: random.rand(), random.randn(), 

15 



random.choice() 

2. Pandas – Data Manipulation and Analysis  

Introduction to Series and DataFrames,Reading data from CSV, Excel, 

JSON, Indexing, slicing, filtering, Handling missing data: isnull(), dropna(), 

fillna(),Data transformation: apply(), map(), replace(),GroupBy operations: 

groupby(), aggregation (sum(), mean()), Merging and joining DataFrames, 

Time series data basics 

3. Matplotlib – Data Visualization 

 Basic plots: line, bar, scatter, histogram, pie, Customization: labels, titles, 

legends, styles, colors, Subplots and figure layout, Annotating plots, Saving 

plots as image files 

4. Scikit-learn – Machine Learning Library 

 Introduction to scikit-learn: architecture and workflow, Datasets module: 

loading and exploring sample datasets, Preprocessing: StandardScaler, 

MinMaxScaler, LabelEncoder, Splitting data: train_test_split, Supervised 

learning models: LogisticRegression, DecisionTree, KNeighborsClassifier, 

Unsupervised learning models: KMeans, PCA, Model evaluation: confusion 

matrix, accuracy, precision, recall, F1-score, Cross-validation: 

cross_val_score, GridSearchCV 

5.TensorFlow (with Keras API) – Deep Learning Framework 

 Tensors and operations, Layers and models with Keras Sequential and 

Functional API, Activation functions: ReLU, Sigmoid, Softmax, Loss 

functions: MSE, CrossEntropy, Optimizers: SGD, Adam, Training, 

validation, and testing models, Saving and loading models, Image and text 

classification basics 

 

Reference(s): 

1. Paul Gries , Jennifer Campbell, Jason Montojo, Practical Programming: An Introduction 

to Computer Science Using Python 3, Pragmatic Bookshelf, 3rd Edition, 2018 

2. Programming through Python, M. T Savaliya, R. K. Maurya, G M Magar, Revised Edition, 

Sybgen Learning India, 2020 

3. Hands-On Machine Learning with Scikit-Learn, Keras, and TensorFlow by Aurélien 

Géron, O'Reilly Media 

 

Additional Reference(s): 

1. Advanced Python Programming, Dr. Gabriele Lanaro, Quan Nguyen, SakisKasampalis, 

Packt  Publishing, 2019 

2. Programming in Python 3, Mark Summerfield, Pearson Education, 2nd Ed, 2018 

3. Python: The Complete Reference, Martin C. Brown, McGraw Hill, 2018 

4. Python Standard Library by Fredrik Lundh , O'Reilly Media 

5. Hands-On Machine Learning with Scikit-Learn, Keras, and TensorFlow by Aurélien 

Géron, O'Reilly Media 

6. Data Visualization with Python and JavaScript by Kyran Dale, O'Reilly Media 

 

 

 



MAJOR- Advanced Python Programming for AI Practical  

 

COURSE CODE: U25AI2MJP02     COURSE CREDIT: 01 

1 credit – 30 lectures 

1 lecture is 60 minutes 

 

Practical 

No. 
List of Practical 

1 

Write a Python program to demonstrate use of regular expression  

a. To display last four characters. 

b. To display the substring starting from index 4 and ending at index 8. 

To check whether string has alphanumeric characters or not. 

2 

Write a Python program for following 

a. To trim the last five characters from the string. 

b. To trim the first four characters from the string. 

To display the starting index for the substring “wa”. 

3 

Write a Python program for following 

a. To change the case of the given string 

b. To check if the string is in title case 

To replace all the occurrences of letter ‘a’ in the string with ‘*’ 

4 
Write a GUI Program in Python to design application that demonstrates Different 

fonts and colors  

5 
Write a GUI Program in Python to design application that demonstrates Different 

Layout Managers  

6 
Write a GUI Program in Python to design application that demonstrates Event 

Handling 

7 
Write a program to Python program to read entire text file and to append text to a 

file and display the text 

8 

Write a Python Program to work with databases in Python to perform operations 

such as    a. Connecting to database    b. Creating and dropping tables. C. Insert and 

Update in table. 

9 Write a program to Python program for matrix addition and multiplication. 

10 Write a program to Python program to draw different types of graphs. 

 

 

 

 



MINOR- Probability Distribution 

 

COURSE CODE: U25AI2MI01     COURSE CREDIT: 02 

1 credit – 15 lectures 

1 lecture is 60 minutes 

 

Course Objectives: 

• To develop a strong conceptual understanding of counting principles and probability theory 

for analyzing uncertain events in artificial intelligence applications. 

• To equip students with the ability to model, simulate, and interpret random processes using 

appropriate statistical and programming tools like Python or R. 

Learning Outcomes: 

After successful completion of this course, students would be able to:  

• Apply  probability rules to solve real-life AI-related problems, including classification and 

decision-making under uncertainty. 

• Simulate random experiments and interpret distributions using Python, supporting data-

driven approaches in AI and machine learning.              
 

Unit  Topics No. of 

Lectures 

I Basic Probability Theory: Random Experiments/Trials and outcomes, 

Sample Space (S): Finite/Discrete, Events: Simple, Mutually Exclusive, 

Exhaustive, Complementary events, Algebra of Events (Union, 

Intersection, Difference) 

Definitions of Probability: Classical, Axiomatic, Elementary Theorems of 

Probability (without proof), Definition and formula of Conditional 

Probability, Bayes’ Theorem (Statement, No Proof) 

Independent Events: Concept and examples 

Case Studies: Python exercises using libraries like numpy, scipy.stats, 

matplotlib: Simulating permutations & combinations, Probability 

experiments (coin toss, dice, cards) 

15 

II Random Variables: Discrete and Continuous, Probability Mass Function 

(PMF) – for discrete RVs, Probability Density Function (PDF) – for 

continuous RVs, Cumulative Distribution Function (CDF): Definition and 

properties, Examples: Graphical and tabular illustrations 

Mathematical Expectation: Expected value of a discrete/continuous 

random variable 

Expectation of a function of a random variable: Variance and Standard 

Deviation: Definitions, formulae, and interpretation 

Properties and examples 

15 



Probability Distribution: Binomial, Poisson, Normal-definition, properties, 

uses, and illustrations 

Case Studies: Python exercises using libraries like numpy, scipy.stats, 

matplotlib: PMF/PDF plotting for various distributions, Computing 

expectations and variances, Fitting and visualizing binomial, Poisson, and 

normal distributions 

 

Reference(s): 

1. A First Course in Probability – Sheldon Ross 

2. Fundamentals of Mathematical Statistics – S.C. Gupta & V.K. Kapoor 

 

Additional Reference(s): 

1. Mathematics for Machine Learning – Deisenroth, Faisal, Ong 

2. Online Python Labs: Khan Academy, GeeksforGeeks, W3Schools, SciPy Docs 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



VSC- Matrix Algebra 

 

COURSE CODE: U25AI2VSC01     COURSE CREDIT: 02 

1 credit – 15 lectures 

1 lecture is 60 minutes 

 

Course Objectives: 

• To develop a foundational understanding of linear algebra concepts. 

• To enable students to apply linear algebra techniques to solve real-world problems. 

Learning Outcomes: 

After successful completion of this course, students would be able to:  

• Solve systems of linear equations using matrix methods. 

• Analyze and perform matrix operations, compute eigenvalues and eigenvectors, and 

visualize linear transformations and vector operations in two and three dimensions.              

 

Unit  Topics No. of 

Lectures 

I Systems of Linear Equations: Introduction to Linear Equations, Using 

Matrices To Solve Systems of Linear Equations, Elementary Row 

Operations and Gaussian Elimination, Existence and Uniqueness of 

Solutions, Applications of Linear Systems 

Matrix Arithmetic: Matrix Addition and Scalar Multiplication, Matrix 

Multiplication, Visualizing Matrix Arithmetic in 2D, Vector Solutions to 

Linear Systems, Solving Matrix Equations AX = B, The Matrix Inverse, 

Properties of the Matrix Inverse 

15 

II Operations on Matrices : The Matrix Transpose, The Matrix Trace, The 

Determinant, Properties of the Determinant, Cramer’s Rule,  

Eigenvalues and Eigenvectors: Eigenvalues and Eigenvectors, Properties 

of Eigenvalues and Eigenvectors,  

Graphical Explorations of Vectors: Transformations of the Cartesian 

Plane, Properties of Linear Transformations, Visualizing Vectors: Vectors 

in Three Dimensions 

15 

 

Reference(s): 

1. “Fundamentals of Linear Algebra” by Gregory Hartman 

2. “Intro to Linear Algebra” by Gilbert Strang, Wellesley - Cambridge Press 
 

Additional Reference(s): 

1. “Linear Algebra and Its Applications” by David Lay, Pearson Publishing 

2. “Linear Algebra Done Right” by Sheldon Axler, Springer  

 



Additional Reference(s): 

7. Computer Networks by Andrew S. Tanenbaum and David J. Wetherall 

8. Artificial Intelligence: Foundations of Computational Agents, David L Poole, Alan K. 

Mackworth, 2nd Edition, Cambridge University Press ,2017. 

9. Artificial Intelligence, Kevin Knight and Elaine Rich, 3rd Edition, 2017 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



SEC- Introduction to R-programming 

COURSE CODE: U25AI2SEC01     COURSE CREDIT: 02 

1 credit – 15 lectures 

1 lecture is 60 minutes 
 

Course Objectives: 

• To have a good understanding of the R programming environment. 

• To perform data importing, cleaning, and transformation in R 

Learning Outcomes: 

After successful completion of this course, students would be able to:  

• apply basic statistical techniques using R. 

• create insightful visualizations              

 

Unit  Topics No. of 

Lectures 

I Introduction to Algorithms and programming concepts. What is R? – Why 

R? – Advantages of R over Other Programming Languages - R Studio: R 

command Prompt, R script file, comments – Handling Packages in R: 

Installing a R Package, Few commands to get started: installed.packages(), 

packageDescription(), help(), find. package(), library() - Input and Output – 

Entering Data from keyboard – Printing fewer digits or more digits – Special 

Values functions: NA, Inf and –inf.  

Inspecting variables and workspaces,  vectors, matrices, arrays, lists and data 

frames, Control Structure: if statement, if–else statement, if–else–if 

statement, switch statement – R Loops: repeat loop, while loop, for loop - 

Loop control statement: break statement, next statement.,a vectorized if and 

multiple selection, advanced looping, functions, strings, and 

factors.Indexing, Subsetting, and Manipulating Data Structures, Working 

with Dates and Times 

15 

 

Reference(s): 

4. “Learning R “, Richard Cotton, O’reilly Publication 

 

Additional Reference(s): 

10. “Beginning R: The Statistical Programming Language”, Dr. Mark Garner 

11. “The Art of R programming”, Norman Matloff, No Starch Press (San Francisco) 

 

 

 

 

 

 

 

 

 



SEC-  Introduction to R-programming Practical  

 

COURSE CODE: U25AI2SECP01     COURSE CREDIT: 01 

1 credit – 30 lectures 

1 lecture is 60 minutes 

 

Practical 

No. 
List of Practical 

1 

Basics of R- 

a.   Data input, Arithmetic Operators 

b.  Vector Operations, Matrix Operations 

c.   Data Frames, Built-in Functions 

d.  Frequency Distribution, Grouped Frequency Distribution 

e.   Diagrams and Graphs 

2 
Find the class, type, mode, and storage mode of the following values: Inf, NA, 

NaN, "". 

3 
Create some variables named after vegetables. List the names of all the variables in 

the user workspace that contain the letter “a.” 

4 

You have the results of a simple experiment to look at the visitation of various bee 

species to 

different plants. The number of bees observed was as follows: 

➤➤ Buff tail: 10 1 37 5 12 

➤➤ Garden bee: 8 3 19 6 4 

➤➤ Red tail: 18 9 1 2 4 

➤➤ Honeybee: 12 13 16 9 10 

➤➤ Carder bee: 8 27 6 32 23 

Make five simple numeric vectors of these data. Now join the bee vectors together 

to 

make a data frame. Each row of the resulting frame relates to a specific plant so 

you could 

assign names to the rows. 

The plant names are Thistle, Vipers bugloss, Golden rain, Yellow alfalfa, and 

Blackberry. 

Use these names to create row labels for the data. 

 

5 

The diag function has several uses, one of which is to take a vector as its input and 

create a square matrix with that vector on the diagonal. Create a 21-by-21 matrix 

with the sequence 10 to 0 to 11 (i.e., 11, 10, … , 1, 0, 1, …, 11) 

6 

The nth triangular number is given by n * (n + 1) / 2. Create a sequence of the 

first 20 triangular numbers. R has a built-in constant, letters, that contains the 

lowercase letters of the Roman alphabet. Name the elements of the vector that you 

just created with the first 20 letters of the alphabet. Select the triangular numbers 



where the name is a vowel.  

7 

Create a list variable that contains all the square numbers in the range 0 to 9 in the 

first element, in the range 10 to 19 in the second element, and so on, up to a final 

element with square numbers in the range 90 to 99. Elements with no square 

numbers should be included 

8 

The beaver1 and beaver2 datasets contain body temperatures of two beavers. Add 

a column named id to the beaver1 dataset, where the value is always 1. Similarly, 

add an id column to beaver2, with value 2. Vertically concatenate the two data 

frames and find the subset where either beaver is active 

9 

Write a function that accepts a vector of integers (for simplicity, you don’t have to 

worry about input checking) and returns a logical vector that is TRUE whenever 

the 

input is even, FALSE whenever the input is odd, and NA whenever the input is 

nonfinite (nonfinite means anything that will make is.finite return FALSE: Inf, -Inf, 

NA, and NaN). Check that the function works with positive, negative, zero, and 

nonfinite inputs. 

10 

Frequency distribution and data presentation- 

a. Frequency Distribution (Univariate data/ Bivariate data) 

b. Diagrams 

c. Graphs 

 

11 

Measures of Central Tendency- 

a.   Arithmetic Mean 

b.  Median 

c.   Mode 
d.  Partition Values 

12 

1. Load the hafu dataset from the learningr package. In the Father and Moth 

er columns, some values have question marks after the country name, indicating 

that the author was uncertain about the nationality of the parent. Create 

two new columns in the hafu data frame, denoting whether or not there was a 

question mark in the Father or Mother column, respectively. 

2. Remove those question marks from the Father and Mother columns 

13 

1. In the obama_vs_mccain dataset, find the (Pearson) correlation between the 

percentage of unemployed people within the state and the percentage of people 

that voted for Obama.  

2. Draw a scatterplot of the two variables, using a graphics system of your choice. 

(For bonus points, use all three systems.) [10] for one plot, [30] for all three 

 

 

 

 

 



VEC- Sustainability Development with Green IT 

 

COURSE CODE:      COURSE CREDIT: 02 

1 credit – 15 lectures 

1 lecture is 60 minutes 
 

Course Objectives: 

• Know about Green IT Fundamentals: Business, IT, and the Environment 

• Green IT Strategies and Significance of Green IT Strategies 

• Green Enterprise Architecture and Green Information Systems 
 

Learning Outcomes: 

After successful completion of this course, students would be able to:  

• Explain drivers and dimensions of change for Green Technology 

• Appreciate Virtualization; smart meters and optimization in achieving green IT 

• Gain knowledge about green assets, green processes, and green enterprise architecture              

 

Unit  Topics No. of 

Lectures 

I Green IT Overview: Introduction, Environmental Concerns and Sustainable 

Development, Environmental Impacts of IT, Green I , Holistic Approach to 

Greening IT, Greening IT, Applying IT for Enhancing Environmental 

Sustainability,Green IT Standards and Eco-Labelling of IT , Enterprise Green 

IT Strategy, Green Washing, Green IT: Burden or Opportunity? 

Green Devices and Hardware: Introduction , Life Cycle of a Device or 

Hardware, Reuse, Recycle and Dispose Green Software: Introduction , 

Processor Power States , Energy-Saving Software Techniques, Evaluating 

and Measuring Software Impact to Platform Power Sustainable Software 

Development: Introduction, Current Practices, Sustainable Software, 

Software Sustainability Attributes, Software , Sustainability Metrics, 

Sustainable Software Methodology, Defining Actions 

15 

II Green Data Centers: Data Centers and Associated Energy Challenges, Data 

Centre IT Infrastructure, Data Centre Facility Infrastructure: Implications for 

Energy Efficiency, IT Infrastructure Management, Green Data Centre 

Metrics Green Data Storage: Introduction, Storage Media Power 

Characteristics, Energy Management Techniques for Hard Disks, System-

Level Energy Management Green Networks and Communications: 

Introduction, Objectives of Green Network Protocols, Green Network 

Protocols and Standards Enterprise Green IT Strategy: Introduction, 

Approaching Green IT Strategies, Business Drivers of Green IT Strategy, 

Business Dimensions for Green IT Transformation. 

15 

 

Reference(s): 

1. Green IT Strategies and Applications Using Environmental Intelligence, BhuvanUnhelkar, 

CRC Press, 2016 

2. Green Information and Communication Systems for a Sustainable Future, Rajshree 

Srivastava, Sandeep Kautish, Rajeev Tiwari. CRC Press, 2020 



 

Additional Reference(s): 

1. Emerging Green Technologies, Matthew N. O. Sadiku, Taylor and Francis (CRC Press), 

2022 

2. Sustainability Awareness and Green Information Technologies, TomayessIssa, Springer, 

2021 

3. Environmental Sustainability Role of Green Technologies, P. Thangavel, and G. Sridevi, 

Springer, 2016 

 

 

 

 

 

SCHEME OF THEORY and PRACTICALS EXAMINATION 

 

MAJOR- (3 credit) 

 

The scheme of examination shall be divided into two parts: 

• Internal assessment 40% i.e. 20 marks 

• Semester end examination 60% i.e. 30 marks 

 

Internal Assessment 20 marks 

 

Description Marks 

Internal test of 10 marks 10 

 Presentation / Case studies / Assignments /  Poster Making / Quiz / Role Play / 

Subject Specific Activities 
05 

Attendance and Class behavior 05 

Total 20 

 

Semester end examination 30 marks 

 

 

PAPER PATTERN 

Duration: 2 hours 

Total Marks: 60 

All Questions are Compulsory 

Question Based on Options Marks 



Q. 1 Unit 1 A and B/P and Q 10 

Q. 2 Unit 2 A and B/P and Q 10 

Q. 3 Unit 1 & 2 A and B/P and Q 10 

Total   30 

 

Note: 

• Q.1, 2, 3 and 4 may be divided into sub questions with internal choice if required. 

• Passing criteria: Minimum 40% in Internal (16 out of 40) and 40% (24 out of 60) in 

semester end examination. 

 

 

MINOR- (2 credit) 

 

The scheme of examination shall be divided into two parts: 

• Internal assessment 40% i.e. 20 marks 

• Semester end examination 60% i.e. 30 marks 

 

Internal Assessment 20 marks 

 

Description Marks 

Internal test of 10 marks 10 

Presentation / Case studies / Assignments /  Poster Making / Quiz / Role Play / 

Subject Specific Activities 
05 

Attendance and Class behavior 05 

Total 20 

 

Semester end examination 30 marks 

 

 

PAPER PATTERN 

Duration: 2 hours 

Total Marks: 60 

All Questions are Compulsory 

Question Based on Options Marks 

Q. 1 Unit 1 A and B/P and Q 10 



Q. 2 Unit 2 A and B/P and Q 10 

Q. 3 Unit 1 & 2 A and B/P and Q 10 

Total   30 

 

Note: 

• Q.1, 2, 3 and 4 may be divided into sub questions with internal choice if required. 

• Passing criteria: Minimum 40% in Internal (16 out of 40) and 40% (24 out of 60) in 

semester end examination

   

 

 

 

VSC & SEC- (2 credit) 

 

The scheme of examination shall be divided into two parts: 

• Internal assessment 40% i.e. 20 marks 

• Semester end examination 60% i.e. 30 marks 

 

Internal Assessment 20 marks 

 

Description Marks 

Internal test of 10 marks 10 

 Presentation / Case studies / Assignments /  Poster Making / Quiz / Role Play / 

Subject Specific Activities 
05 

Attendance and Class behavior 05 

Total 20 

 

Semester end examination 30 marks 

 

 

PAPER PATTERN 

Duration: 2 hours 

Total Marks: 60 

All Questions are Compulsory 

Question Based on Options Marks 

Q. 1 Unit 1 A and B/P and Q 10 



Q. 2 Unit 2 A and B/P and Q 10 

Q. 3 Unit 1 & 2 A and B/P and Q 10 

Total   30 

 

Note: 

• Q.1, 2, 3 and 4 may be divided into sub questions with internal choice if required. 

Passing criteria: Minimum 40% in Internal (16 out of 40) and 40% (24 out of 60) in semester end 

examination 

 

 

 

 

 

VEC- (2 credit) 

 

The scheme of examination shall be divided into two parts: 

• Internal assessment 40% i.e. 20 marks 

• Semester end examination 60% i.e. 30 marks 

 

Internal Assessment 20 marks 

 

Description Marks 

Internal test of 10 marks 10 

 Presentation / Case studies / Assignments /  Poster Making / Quiz / Role Play / 

Subject Specific Activities 
05 

Attendance and Class behavior 05 

Total 20 

 

Semester end examination 30 marks 

 

 

PAPER PATTERN 

Duration: 2 hours 

Total Marks: 60 

All Questions are Compulsory 

Question Based on Options Marks 



Q. 1 Unit 1 A and B/P and Q 10 

Q. 2 Unit 2 A and B/P and Q 10 

Q. 3 Unit 1 & 2 A and B/P and Q 10 

Total   30 

 

Note: 

• Q.1, 2, 3 and 4 may be divided into sub questions with internal choice if required. 

Passing criteria: Minimum 40% in Internal (16 out of 40) and 40% (24 out of 60) in semester end 

examination 

 

 

 

SCHEME OF PRACTICAL EXAMINATION 

The scheme of Practical examination shall be:  

• Practical assessment carries 50 Marks: 40 marks + 05 marks (journal)+ 05 marks(viva) 

• Minimum 75 % practical are required to be completed and written in the journal. 

(Certified Journal is compulsory for appearing at the time of Practical Exam) 

 

(A) Practical Assessment 50 marks 

 

Description Marks 

Two practical questions (20 marks each) 40 

Journal 05 

Viva 05 

Total 50 

• Passing criteria: Minimum 40% in Practical (20 out of 50)  

 

SCHEME OF PRACTICAL EXAMINATION (20 Marks) 

The scheme of Practical examination shall be:  

• Practical assessment carries 20 Marks: 10 marks + 05 marks (journal)+ 05 marks(viva) 

• Minimum 75 % practical are required to be completed and written in the journal. 

(Certified Journal is compulsory for appearing at the time of Practical Exam) 

 

(A) Practical Assessment 20 marks 

 

Description Marks 



Two practical questions (5 marks each) 10 

Journal 05 

Viva 05 

Total 20 

• Passing criteria: Minimum 40% in Practical (08 out of 20)  
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